Abstract—A computational approach for analyzing visible textures is described. Textures are modeled as irradiance patterns containing a limited range of spatial frequencies, where mutually distinct textures differ significantly in their dominant characterizing frequencies. By encoding images into multiple narrow spatial frequency and orientation channels, the slowly-varying channel envelopes (amplitude and phase) are used to segregate textural regions of different spatial frequency, orientation, or phase characteristics. Thus, an interpretation of image texture as a region code, or carrier of region information, is emphasized.

The channel filters used, known as the 2-D Gabor functions, are useful for these purposes in several senses: they have tunable orientation and radial frequency bandwidths, tunable center frequencies, and optimally achieve joint resolution in space and in spatial frequency. By comparing the channel amplitude responses, boundaries between textures can be detected. By locating large variations in the channel phase responses, discontinuities in texture phase can be detected. Examples are given of both types of texture processing using a variety of real and synthetic textures.

Index Terms—Amplitude demodulation, complex modulation, computer vision, Gabor function, multiple channel, phase demodulation, texture analysis, texture segmentation.

I. INTRODUCTION

Textures can be used in the analysis of images in several ways: in the segmentation of scenes into distinct objects and regions, in the classification or recognition of surface materials, and in the computation of surface shape. However, an exact definition of texture as either a surface property or as an image property has never been adequately formulated. While the concept of a surface texture as a pattern of variations in macroscopic surface topology is easy to accept, real-world surface textures are extremely difficult to model mathematically. Modeling texture in an image as a function of surface texture is yet more complex, since an accurate model must incorporate descriptions of both the optical properties of the surface materials and of the geometries of the lighting sources and imaging system. The modeling problem is made effectively unapproachable by the infinite variety of illumination, shadowing, and surface reflectance patterns, surface topologies and self-occlusions, and perspective distortion effects that must be considered.

However, much progress can be made towards developing texture analysis techniques by examining the problem in the post-image formation setting. In doing so, a perceptual surface texture may be informally defined to be a spatial pattern of local surface irradiances giving rise to a perception of surface homogeneity. Within this context, an image texture may be defined as a local arrangement of image irradiances projected from a surface patch of perceptually homogeneous irradiances.

Attributes giving rise to a sense of perceptual homogeneity have been construed to include such spatio-temporal surface properties as color, relative depth, motion, and flicker rate [1]. While integrating these properties into a scene analysis system can contribute powerfully to the computation of spatial form, the scope of this paper is confined to the analysis of textures occurring in static, monocular, monochromatic images. However, it is possible that the type of analysis used here may be extended to the analysis of depth or color patterns, or patterns that vary with time.

The analysis of texture requires the identification of those texture attributes which can be used for segmentation, discrimination, recognition, or shape computation, and the development of computational approaches for accomplishing these tasks. Here, low-level segmentation of images based on texture is considered, viz. without scrutinization, higher-level interpretation, or a priori knowledge of the texture types that may be encountered [1]-[3]. Thus, discrimination is modeled as well, since the discrimination problem is embedded in the segmentation problem. However, recognition of real-world surface textures can only be achieved in a rudimentary sense using low-level processing. As with shape recognition, texture recognition requires the integration of computed low-level information with high-level knowledge. Thus, recognition of real-world textures is not considered; only textures occurring in images are considered, and texture will be regarded as being synonymous with image texture unless otherwise indicated.

In this paper, textures are modeled as irradiance patterns which are distinguished by a high concentration of localized spatial frequencies. Distinct textures are characterized as differing significantly in their dominant spatial frequencies. This model of texture allows the development of computational approaches for analyzing visible textures.
within a computational framework for texture segmentation. In the approach taken here, textured images are encoded into multiple narrow spatial frequency and orientation channels. The output of each channel is a complex-modulated subimage whose instantaneous amplitude and phase envelopes describe the spatial support of the frequencies and/or orientations to which the channel is tuned. Thus, at a global scale of perception, texture is regarded simply as a "carrier" of region information. Within this framework, the local structure of a texture is described by the orientations and frequencies of the carrier (viz. the center frequencies and orientations of the active channels), whereas information describing the spatial extent of the texture is contained in the envelopes of the channel outputs. Thus, the analysis of texture is reduced to the analysis of the envelopes of the active channel outputs.

There are many plausible choices for the channel filters used in encoding textured images; from a practical point of view, it may be that certain filters may be useful for some segmentation tasks but not for others. However, the 2-D Gabor filters have been shown to be particularly useful for analyzing textured images containing highly specific frequency or orientation characteristics [4]-[6]. Gabor filters have been applied by Clark et al. [4], [6] to both natural and artificial textures, and by Turner [5] to artificial textures similar to those often used in psychological experiments. The segmentations achieved bear a striking resemblance to perception.

The 2-D Gabor filters are appropriate for textural segmentation in several senses: they have tunable orientation and radial frequency bandwidths, tunable center frequencies, and optimally achieve joint resolution in space and spatial frequency. The demodulated Gabor channel envelopes generally contain only low spatial frequencies which are optimally localized in both domains. By comparing the channel amplitude envelopes, the boundaries between textured regions differing markedly in their spatial frequency content can be accurately located. Discontinuities in texture phase, possibly arising from surface discontinuities or from joins of textures which are identical except for a spatial shift, can be located by detecting large variations in the phase envelopes.

The framework for textural analysis developed here has its origin in recent physiological evidence of the architecture of the neural receptive fields in the striate visual cortex. However, the approach is intended primarily as a computer vision method for textural segmentation, and it is argued that the model is appropriate within such a computational framework. While it is possible that the Gabor-shaped receptive fields are fundamental to biological processing of texture, any extension of the approach described here for modeling analogous biological processing must inevitably be verified by extensive psycho-physical and electrophysiological experimentation.

A. Organization of the Paper

In this paper, texture segmentation is modeled as a process whereby textured image regions are segregated by localizing spatial changes in the frequency, orientation, or phase of the textures. In Section II, a class of channel filters are described (the 2-D Gabor filters) that are used to encode images into multiple complex-modulated subimages. If the density of the channel filters is sufficiently high, the image can be exactly recovered from the subimages. The energy in each subimage is concentrated in both spatial frequency (within the passband of the channel filter) and in space (within the support of the textures to which the channel is tuned), allowing accurate localization of boundaries occurring between textures having different dominant frequency characteristics. The salient properties of the Gabor filters which make them advantageous for this purpose are reviewed, and the necessary sampling densities required to accurately represent the Gabor filters in discrete form are derived. Methods for recovering (demodulating) the Gabor channel amplitude responses are described in Section III. The amplitude demodulation model is then applied to the texture segmentation problem, where the boundaries between textures are localized by comparing the demodulated amplitude responses. It is also shown that the amplitude responses can be resampled to provide an efficient and complete representation of the segmented textural regions. The selection of an appropriate set of Gabor filters to obtain an accurate segmentation is also considered. Examples are given of the segmentation technique as applied to a variety of images.

Methods for extracting useful information from the Gabor phase responses are considered in Section IV. In particular, it is found that abrupt transitions in the computed channel phases may be used to detect phase discontinuities within a texture. Texture phase discontinuities occur when one part of a texture is shifted with respect to another, possibly arising from surface discontinuities or from joins of textures which are identical except for a spatial shift. Thus, phase discontinuities are only located within textures, viz. after the textures have been segregated using amplitude demodulation. Section V surveys research in computational vision, visual physiology, and visual psychophysics that directly pertains to or motivates this work. The paper is concluded in Section VI with a discussion of possible extensions of the multiple channel model to other aspects of spatial vision.

II. THE MULTIPLE CHANNEL FILTER MODEL

In this section, the basic properties of the Gabor channel filters are described. In Section II-A, the 2-D Gabor functions are defined: they are complex sinusoidal (carrier) gratings modulated by 2-D Gaussian functions in the space domain, and shifted Gaussians in the spatial frequency domain. Thus, the Gabor functions are complex-valued functions on $R^2$, except when the carrier sinusoid has zero center frequency. In this case, the Gabor functions reduce to the 2-D Gaussian functions. In Section II-B, those properties of Gabor filters which make them useful for locating image regions containing highly specific spatial frequency information are described. The Ga-
bor filters can be configured to have various shapes, bandwidths, center frequencies, and orientations by the adjustment of suitable parameters. By varying these parameters, a filter can be made to pass any elliptical region of spatial frequencies. Regardless of the region of frequencies passed, the 2-D Gabor functions uniquely minimize the 2-D space-frequency uncertainty principle for complex-valued functions on \( \mathbb{R}^2 \). Moreover, for reasonably narrow bandwidths the real and imaginary components of a Gabor function (or an image filtered by a Gabor function) closely approximate a Hilbert transform pair. Hence, the Gabor functions can interpreted as the product of a modulating amplitude envelope with a complex carrier function whose argument is a modulating phase envelope. The amplitude and phase envelopes can be computed and analyzed separately, forming the basis for the segmentation strategies detailed in Sections III and IV. Finally, in Section II-D, discretization of the Gabor filters is considered. In particular, the minimum sampling density required to adequately represent a Gabor filter in discrete form is derived.

### A. Gabor Channel Filters

The convolution version of the complex 2-D Gabor functions have the general form \( (j = \sqrt{-1}) \)

\[
h(x, y) = g(x', y') \cdot \exp\left\{2\pi j(Ux + Vy)\right\}, \tag{1}
\]

where \((x', y') = (x \cos \phi + y \sin \phi, -x \sin \phi + y \cos \phi)\) are rotated coordinates, and where

\[
g(x, y) = \frac{1}{2\pi\lambda\sigma^2} \cdot \exp\left[-\frac{(x/\lambda)^2 + y^2}{2\sigma^2}\right]. \tag{2}
\]

Thus, \(h(x, y)\) is a complex sinusoidal grating modulated by a 2-D Gaussian function with aspect ratio \( \lambda \), scale parameter \( \sigma \), and major axis oriented at an angle \( \phi \) from the x-axis. If \( \lambda = 1 \), then \( \phi \) need not be specified since then \( g(x, y) \) is circularly symmetric. The spatial frequency response of the Gabor function (1) is

\[
H(u, v) = \exp\left\{-2\pi^2\sigma^2[(u' - U')^2\lambda^2 + (v' - V')^2]\right\} \tag{3}
\]

where \((u', v') = (u \cos \phi + v \sin \phi, -u \sin \phi + v \cos \phi)\) and \((U', V')\) is a similar rotation of the center frequency \((U, V)\). Thus, \(H(u, v)\) is a bandpass Gaussian with minor axis oriented at an angle \( \phi \) from the \( u \)-axis, aspect ratio \( 1/\lambda \), radial center frequency \( F = \sqrt{U^2 + V^2} \) (measured in cycles/image) and orientation \( \theta = \tan^{-1}(V/U) \) (degrees or radians measured from the \( u \)-axis). Fig. 1(a) shows intensity plots of the real and imaginary parts of several Gabor filters for \( \phi = 0 \) and several values of \( \theta \), and their spatial frequency responses, while Fig. 2 is a perspective plot of the real and imaginary components of a Gabor function.

Although it is not necessarily desirable to eliminate from consideration Gabor filters having arbitrarily oriented modulating Gaussians, it is usually most convenient to consider filters whose modulating Gaussians have the same orientation as the complex sine grating \((\phi = \theta)\). In this case, (1) and (3) reduce to

\[
h(x, y) = g(x', y') \cdot \exp\left\{2\pi jFx'\right\} \tag{4}
\]

and

\[
H(u, v) = \exp\left\{-2\pi^2\sigma^2[(u' - F)^2\lambda^2 + (v')^2]\right\}. \tag{5}
\]
Fig. 1(b) shows intensity plots of several 2-D Gabor functions having this “daisy petal” configuration.

B. Properties of Gabor Filters

It is intuitive to specify Gabor filters in terms of their spatial frequency and orientation bandwidths. However, the bandwidths of the Gabor filters having the form (1) do not have a clear meaning, since the range of radial frequencies passed varies with the orientation of the frequencies. The frequency (octave) and orientation (radial) half-peak bandwidths of the “daisy petal” Gabor filter (4) are $B = \log \left[ \frac{(\pi F)\sigma + \alpha}{(\pi F)\sigma - \alpha} \right]$ and $Q = 2\tan^{-1} \left[ \frac{\alpha}{\pi F\sigma} \right]$, respectively, where $\alpha = \sqrt{(\ln 2)}/2$, as depicted in Fig. 3. By varying the free parameters $B$, $Q$, $F$, and $\theta$, a Gabor filter of arbitrary orientation and bandwidth characteristics can be generated spanning any elliptical portion of the spatial frequency domain with major axis passing through the origin. Generally, only Gabor filters of the form (4) will be considered except where otherwise indicated.

It is well-known that the 1-D Gaussian function $g(x) \propto \exp \left( -x^2/2\sigma^2 \right)$ with Fourier transform $G(u) \propto \exp \left( -2\pi^2\sigma^2 u^2 \right)$ is the only function mapping $R \rightarrow R$ which achieves the lower bound of the uncertainty relationship $\Delta x \cdot \Delta u \geq 1/4\pi$ relating the variances (normalized by energy) $\Delta x$ and $\Delta u$ of $g(x)$ and $G(u)$, respectively. However, the more general complex-valued 1-D Gabor functions $h(x) = g(x) \cdot \exp \left( 2\pi jux \right)$ were proved by Gabor in 1946 [8] to also minimize the uncertainty relationship, and to be the only class of 1-D functions mapping $R \rightarrow C$ achieving the lower bound. Thus, shifting the frequency response of a Gaussian function does not change its localization in either domain. Daugman [9] extended the uncertainty relationship to 2-D by demonstrating that the 2-D Gabor functions $h(x, y)$ to be the only functions mapping $R^2 \rightarrow C$ simultaneously achieving the lower bounds of the uncertainty inequalities $\Delta x \cdot \Delta u \geq 1/4\pi$ and $\Delta y \cdot \Delta v \geq 1/4\pi$. Thus, the 2-D Gabor filters optimally and uniquely achieve simultaneous localization in space and in spatial frequency. This implies that that they can be defined to have very narrow frequency and orientation responses while maintaining spatial localization.

The Gabor function (4) has real and imaginary components given respectively by

$$h_r(x, y) = g(x', y') \cos (2\pi F x')$$

and

$$h_i(x, y) = g(x', y') \sin (2\pi F x').$$

The functions $h_r(x, y)$ and $h_i(x, y)$ are, respectively, even and odd symmetric along the preferred orientation direction $\theta$. The results of convolving $h_r(x, y)$ and $h_i(x, y)$ with any 2-D function are approximately identical other than a difference of $\pi/2$ in the phase spectra along the direction $\theta$, viz. $h_r(x, y)$ and $h_i(x, y)$ are approximately in phase quadrature.

The quadrature relationship of the complex components of the Gabor filter allows for a useful and unique approach to texture processing. The sinusoidal carrier acts to translate the frequency response of the Gabor filter along the modulation axis by a distance $F$ from the origin. For small spatial frequency bandwidths, $H(u, v)$ is negligible for $u' < 0$; e.g., for radial frequency bandwidths $B = 0.7$, $1.0$, and $1.3$ octaves (typical of those used here), $H^2(u, v)$ falls below $212\text{ dB}$, $108\text{ dB}$, and $68\text{ dB}$ from peak value at $(u', v') = (0, 0)$. Thus $h_r(x, y)$ and $-h_i(x, y)$ closely approximate a Hilbert transform pair for fixed values of $y'$:

$$I(\{h_r(x, y)\}) = \frac{-1}{\pi x} * h_i(x, y) = -h_i(x, y),$$

where $I(\{\cdot\})$ denotes the 1-D Hilbert transform taken along direction $\theta$. The 2-D Gabor filter $h(x, y)$ is subsequently the analytic function associated with $h_r(x, y)$, and $-h_i(x, y)$ is the quadrature filter of $h_r(x, y)$ to within a good approximation [10]. Since any analytic function can be interpreted as the product of a modulating envelope or space-varying phasor and a complex carrier function, the instantaneous envelope of $h_r(x, y)$ (the modulating Gaussian) can be recovered by computing its complex magnitude. Moreover, since the convolution of an analytic function with another function is also analytic, filtering an image with a 2-D Gabor filter results in a complex-valued analytic image containing only a limited range of frequencies and orientations. The complex magnitude of the filtered image will be maximized over those regions of the original image characterized by the particular spatial frequency attributes to which the filter is tuned.

C. Gabor Expansion of an Image

Any finite-dimensional function can be expressed as a weighted sum of appropriately shifted Gabor functions, known as the Gabor expansion [8], [11], [12]. If $t(x, y)$ is an arbitrary function on $R^2$, then it can be expanded into the sum

$$t(x, y) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \beta_{m,n} g(x-x_m, y-y_n)$$

$$\cdot \exp \{ 2\pi j [U_m(x-x_r) + V_n(y-y_s)] \}.$$
where the sequences of shifts \{x_i\} and \{y_j\} and modulation frequencies \{U_m\} and \{V_n\} have constant spacings \(X, Y, U,\) and \(V\) satisfying \(XU = YV = 1\). The resulting grid of shifts and frequencies (four-dimensional in this case) is known as the Gabor lattice. The expansion coefficients \(\beta_{r,m,n} \) form a complete representation of \(t(x, y)\), since \(t(x, y)\) can be exactly reconstructed from the coefficients. Methods for computing the exact expansion coefficients are discussed in [11], [12]; generally it is a complex process. However, to a good approximation [13]

\[
\beta_{r,m,n} = t(x_i, y_j) * g(x_i, y_j) \cdot \exp \left\{ 2\pi j \left[ U_m x_i + V_n y_j \right] \right\},
\]

provided that the Gabor filters do not overlap too much in their frequency responses. Assuming that the modulating Gaussians are isotropic with space constant \(\sigma\), then more than 99 percent of the energy of each filter is confined to one of the nonoverlapping \(U \times V\) frequency rectangles \([U_m - U/2, U_m + U/2] \times [V_n - V/2, V_n + V/2]\) provided that \(U, V > 1/2\sigma\). Thus, to close approximation the expansion coefficients can be computed by convolving the image with a set of Gabor functions having sufficiently spaced center frequencies. Moreover, a finite subset of the coefficients (finite number of Gabor filters) will adequately represent the important frequencies of the image if the image is approximately bandlimited, or if the image is sampled. Clearly, the highest radial frequency in any particular direction bounds the number of filters needed. Thus, the image can be closely reconstructed from the responses of a finite set of Gabor filters. More importantly, however, the expansion coefficients \(\beta_{r,m,n}\) have relatively large magnitudes for a given \((r, s)\) correspond with the dominant frequencies occurring within the spatial vicinity of \((x_i, y_j)\) in the image. For our purposes, these may be interpreted as the dominant local texture frequency components. While the expansion may be generalized using “window” functions other than the Gaussian [11], [12], the measurement of spatially and spectrally localized instantaneous frequencies is achieved optimally using the Gaussian.

D. Sampling the Gabor Filters

Thus far, only the continuous form of the Gabor channel filters have been considered. Since the object here is the development of techniques for the computer analysis of textured images using Gabor filters, the effects of discretizing the filters must be considered. To achieve a fair representation of the filters in discrete form, adequate sampling and quantization densities must be used. Here, the minimum sampling densities required to ensure that the effects of aliasing do not become excessive are considered. The effects of quantizing the filter coefficients is beyond the scope of this work and is not considered.

Maintaining an adequate sampling density is particularly important when implementing Gabor filters for discrete convolution, since different choices of the filter parameters lead to very different sampling requirements. If care is not taken in the sampling, the attractive properties of the Gabor filters will be lost.

For simplicity, consider the Gabor filter (6) with \(\theta = 0\). In a discrete spatial convolution, the real and imaginary components are computed separately. Since the magnitude of the frequency responses of the complex components are effectively equal, it suffices to consider a sampling of the real part. Moreover, assume that the critical sampling density will be determined along the direction \(\theta\) (the x-direction), which is equivalent to assuming that the orientation sensitivity of the filter is reasonably specific. Thus, consider sampling of

\[
h_c(x) \propto \exp \left\{ -\frac{x^2}{2\lambda^2} \right\} \cdot \cos (2\pi Fx) \tag{8}
\]

with spatial frequency response

\[
H_c(u) = \left\{ \exp \left[ -2\pi\lambda^2 (u - F)^2 \right] \right\} /2.
\]

An ideal sampling with period \(X = 1/f_s\) is obtained by multiplying (8) by the 1-D impulse train \(\sum_{m = -\infty}^{\infty} \delta(x - nX)\), yielding the discrete impulse response

\[
h_c(n) = \exp \left\{ -\frac{(nX)^2}{2\lambda^2} \right\} \cdot \cos (2\pi F n X) \tag{9}
\]

with frequency response

\[
H_c(u) \ast X^{-1} \sum_{m = -\infty}^{\infty} \delta(u - m X^{-1}) = X^{-1} \sum_{m = -\infty}^{\infty} H_c(u - mX^{-1}).
\]

Since Gabor filters are not bandlimited, some aliasing will occur regardless of the sampling density. The most obvious constraint that must be imposed is that \(f_s > 2F\). Since the main lobe of \(H_c(u)\) (a shifted Gaussian) decays externally, only the overlap between the upper main lobe of \(X^{-1} H_c(u)\) and the lower main lobe of the first harmonic \(X^{-1} H_c(u - X^{-1})\) need be considered. As pointed out in [14] and in [15] in the context of edge detection filters, the effect of this aliasing can be effectively measured by computing the percent of the energy of the upper main lobe of \(X^{-1} H_c(u)\) that falls above the half sampling frequency \((2X)^{-1}\), i.e.,

\[
x = \int_{(2X)^{-1}}^{\infty} \exp \left\{ -4\pi\lambda (F - (2X)^{-1})^2 \right\} du
\]

\[
\Phi \left\{ \sqrt{2}\pi\lambda F - (2X)^{-1} \right\} / \Phi \left\{ \sqrt{2}\pi\lambda F \right\},
\]

where

\[
\Phi(a) = \left( \frac{1}{\sqrt{2\pi}} \right) \int_{-\infty}^{a} \exp (-b^2/2) db.
\]

Since \(\sqrt{2}\pi\lambda F = \ln 2 \cdot (2B + 1)/(2B - 1) = \gamma_B\), and defining \(R_s = f_s / 2F > 1\), then

\[
x = \Phi \left\{ (1 - R_s) \gamma_B \right\}.
\]
This expresses the percentage of aliased energy in \( h_i(n) \) as a function of the desired filter bandwidth \( B \) and the ratio of the sampling frequency to the filter center frequency. In order to avoid severe aliasing, some maximum value \( \xi_{\text{max}} \) of the energy overlap must be enforced if a filter with bandwidth \( B \) is to be implemented. The minimum sampling frequency is then specified according to

\[
R_s > 1 - \left( \frac{1}{\gamma_B} \right) \frac{1}{\Phi} \left( \frac{\xi_{\text{max}}}{\Phi \gamma_B} \right)
\]  

(9)

An extreme upper bound on the percentage of aliased energy is \( \xi_{\text{max}} = 10\% \) [14]. Fig. 4 plots the minimum value of \( R_s \) required to maintain this upper bound for reasonable radial frequency bandwidths ranging over \( 1 \leq B \leq 3 \). The values of \( R_s \) range from a low value of about 1.3 to a high of about 2.3 over these bandwidths. Here the necessary sampling rates are quite reasonable (relative to the filter center frequencies) due to the narrow Gabor filter bandwidths. For a more reasonable percentage of aliased energy \( \xi_{\text{max}} = 1\% \), the minimum values of \( R_s \) range from about 1.6 to a high of about 3.5.

The implications of the preceding derivation vary with the flexibility of the imaging system. If images of a preordained sampling density are available, (9) implies that implementation of Gabor filters with low center frequencies may be made more efficient by applying them to subsampled versions of the textured image. However, implementation of filters with high center frequencies (e.g., above 0.2 cycles/pixel) may require that the filters be sampled more densely than the available grid, unless the filter bandwidths \( B \) are specified sufficiently narrow. Unfortunately, this may necessitate the use of a larger set of filters if it is desired to cover the frequency plane; moreover, the use of extremely narrowband filters can result in excessive loss of spatial resolving capability between the channel responses.

If there is flexibility available in defining the subimage sampling densities, (9) implies that a hierarchy of images of variable resolutions can be separately filtered by multiple sets of Gabor filters of different sampling densities and reasonable bandwidths, where each set of filters has a common radial frequency band but varying orientation sensitivities. Thus, processes involving interactions between the channel responses can proceed first across the available orientations within a given sampling density (resolution), and then across the available resolutions. Since the channel outputs are generally demodulated as part of the processing, the different sampling densities could be reduced to a common value prior to making interchannel comparisons (see Section III-C).

III. TEXTURE SEGMENTATION VIA CHANNEL AMPLITUDE DEMODULATION

The computational approach to texture segmentation described in this section has its basis in the recovery and analysis of the amplitude envelopes of Gabor filtered images. Means by which the demodulation can be effected are discussed in Section III-A. In Section III-B, the demodulation model is applied to the texture segmentation problem, where it is assumed that each textured region is characterized by a narrow range of dominant spatial frequencies differing significantly from the dominant frequencies of the other textures in the image. In Section III-C it is shown that the demodulated channel amplitude responses can be resampled to allow for more efficient representation and transmission of textural region information. Methods for selecting a set of filters to accomplish segmentation are discussed in Section III-D. This topic is important since it may not be computationally convenient or feasible to apply a large number of filters to an image. Finally Section III-E gives examples of the process as applied to a number of real and synthetic textures.

A. Demodulation of Channel Amplitudes

A continuous setting is assumed to simplicity. Suppose that \( t(x, y) \) is a real-valued and continuous monochromatic image containing only a narrow range of spatial frequencies concentrated near \((U, V)\). Any such narrowband image \( t(x, y) \) may be expressed in the form

\[
t(x, y) = 2 \left\{ a(x, y) \cos \left[ 2\pi (Ux + Vy) \right] + s(x, y) \sin \left[ 2\pi (Ux + Vy) \right] \right\}
\]

(10)

where \( a(x, y) = \sqrt{c^2(x, y) + s^2(x, y)} \) and \( p(x, y) = -\tan^{-1} \left[ s(x, y)/c(x, y) \right] \) are slowly-varying amplitude and phase terms. In the following, \( t(x, y) \) will be regarded as a simple model for a texture, or a dominant component of a texture, that contains substantial energy over a single narrow range of spatial frequencies and orientations. The "texture" model (10) is admittedly somewhat idealized, since real-world image textures may generally contain multiple components of the form (10) distributed over the spatial frequency plane. Moreover, real-world textures may contain wideband components that are not adequately described by (10). However, since the global is to segment images based on texture, rather than to form a complete description of the textures, it is only necessary to identify narrow spectral regions over
which the frequency content of adjacent textures differ. Within this context, the model (10) is no more unreasonable than the usual ideal step edge model used in evaluating edge detection schemes.

Applying the complex-valued Gabor filter (4) to \( t(x, y) \) yields a complex response \( k(x, y) = k_r(x, y) + jk_i(x, y) \) with respective real and imaginary components

\[
k_r(x, y) = \text{Re}\{k(x, y)\} = h_r(x, y) * t(x, y)
\]

\[
= [g(x', y') * c(x, y)] \cos(2\pi F x') + [g(x', y') * s(x, y)] \sin(2\pi F x')
\]

\[
k_i(x, y) = \text{Im}\{k(x, y)\} = h_i(x, y) * t(x, y)
\]

\[
= [g(x', y') * c(x, y)] \sin(2\pi F x') - [g(x', y') * s(x, y)] \cos(2\pi F x').
\]

(11)

The response \( k(x, y) \) can be computed either by calculating \( k_r(x, y) \) and \( k_i(x, y) \) separately by 2-D convolution or directly via Fourier transform inversion. By previous assumptions \( k(x, y) \) is an analytic signal and \( k_r(x, y) \) and \( k_i(x, y) \) form a quadrature pair. The amplitude and phase envelopes of \( k(x, y) \) may be recovered via

\[
m(x, y) = \sqrt{k_r^2(x, y) + k_i^2(x, y)}
\]

\[
= \sqrt{[g(x', y') * c(x, y)]^2 + [g(x', y') * s(x, y)]^2}
\]

and

\[
\psi(x, y)
\]

\[
= \tan^{-1} \left[ \frac{k_i(x, y)}{k_r(x, y)} \right] = 2\pi F x' - \tan^{-1} \left[ \frac{g(x', y') * s(x, y)}{g(x', y') * c(x, y)} \right]
\]

(12)

where \( k(x, y) = m(x, y) \cdot \exp[ j\psi(x, y)] \). The envelopes \( m(x, y) \) and \( \psi(x, y) \) may be thought of as smoothed versions of \( a(x, y) \) and \( p(x, y) \). Computation of \( m(x, y) \) and \( \psi(x, y) \) is a simple matter using a computer, although direct computation of \( \psi(x, y) \) results in a "wrapped" phase which is approximately periodically discontinuous. However, in computing global texture or surface properties, the variation in \( \psi(x, y) \) is of principal concern since the actual phase values are only meaningful with respect to some reference point. Methods for extracting useful information from \( \psi(x, y) \) are considered in Section IV.

The Hilbert transform interpretation of the Gabor filtered image \( k(x, y) \) allows for the simple and meaningful method (12) for recovering the amplitude response \( m(x, y) \). However, there are other means by which the amplitude envelope of \( k(x, y) \) may be estimated. For example, full-wave rectification results in the weighted envelope

\[
k(x, y) = m(x, y) \left\{ \cos(\psi(x, y)) + |\sin(\psi(x, y))| \right\}
\]

Although this demodulation strategy has been successfully used for segmenting textured images [4], the sinusoidal terms introduce additional variation in the computed envelope. This variation can only be removed by a low-pass post-filter. Since the amplitude responses can generally be expected to contain additional fluctuations due to transitions in texture phase, it is generally advisable to compute the complex magnitude (12).

B. Texture Segmentation by Channel Amplitude Comparisons

The demodulation model described in the preceding did not require the assumption that the channel filters are Gaussian-modulated sinusoids. In fact, the results are equally valid if the Gaussian function \( g(x, y) \) is replaced by another smoothing filter. The segmentation strategy detailed here also does not require that the channel filters be Gabor-shaped. However, as noted by Marr [16], texture boundaries in images should have geometrical origins, such as discontinuities in surface shape or reflectance; subsequently, boundaries between projected textures should be highly localized. Use of the Gaussian smoothing filter allows the localized detection of such boundaries [7].

Suppose now that the image \( t(x, y) \) can be partitioned into \( N \) textured regions \( \Omega_1, \ldots, \Omega_N \), where the boundaries between adjacent regions are distinct and continuous. Further suppose that each texture contains its most significant energy over a unique narrow range of frequencies:

\[
t(x, y) = \sum_{n=1}^{N} t_n(x, y) z_n(x, y) + t'(x, y)
\]

where

\[
t_n(x, y) = 2 \left[ c_n(x, y) \cos(2\pi F_n x_n) + s_n(x, y) \sin(2\pi F_n x_n) \right]
\]

(13)

\((x_n, y_n) = (x \cos \theta_n + y \sin \theta_n, -x \sin \theta_n + y \cos \theta_n)\), and where \( z_n(x, y) \) is the set indicator function associated with region \( \Omega_n \), i.e., \( z_n(x, y) = 1 \) for \( (x, y) \in \Omega_n \) and \( z_n(x, y) = 0 \) otherwise. Since it is assumed that the image is partitioned, \( z_n(x, y) \cdot z_i(x, y) = 0 \) for any \((x, y)\) when \( n \neq i \). Thus, \( t_n(x, y) \) is a narrowband 2-D image uniquely associated with region \( \Omega_n \). The term \( t'(x, y) \) is a residual image containing frequencies of insignificant energy and any dc component, i.e., \( t(x, y) - t_n(x, y) = t'(x, y) \) for \( (x, y) \in \Omega_n \). Thus, it is not necessary that \( t_n(x, y) \) completely characterize region \( \Omega_n \), only that \( t_n(x, y) \) is the dominant component of \( t(x, y) \) over \( \Omega_n \).

Equation (13) does not necessarily imply that the region-modulated image \( t_n(x, y) \cdot z_n(x, y) \) is narrowband, since the discontinuous nature of \( z_n(x, y) \) must result in spectral rippling. However, assume that \( z_n(x, y) \) is reasonably well-behaved (smooth). In addition, it is assumed that the textures \( t_n(x, y) \) have similar ranges or peak-to-
peak contrast, i.e., that the envelopes \( a_n(x, y) \) have similar average values. Given a set of 2-D Gabor filters \( h_n(x, y) = g_n(x, y) \exp \left( 2\pi j f_n x \right) \) (where \( g_n(x, y) = g(x_n, y_n) \)) with parameters \( \lambda_n \) and \( \sigma_n \), having sufficiently narrow bandwidths, then \( h_n(x, y) * f_n(x, y) \ll h_n(x, y) * l_n(x, y) \) for every \( (x, y) \in \mathbb{R} \) and \( i \neq n \), since \( t_n(x, y) \) is deficient in those frequencies making region \( \mathcal{R}_n \) spectrally distinct. Of course, the number of Gabor filters applied may generally exceed the number of differing texture components in the image. Since the responses to those filters not tuned to any occurring texture may be assumed to be very small (provided that the set of filters used do not overlap too heavily in their frequency responses), they can be safely ignored. Thus, for \( 1 \leq n \leq N \)

\[
k_n(x, y) = h_n(x, y) * t_n(x, y) = a_n(x, y) z_n(x, y) = m_n(x, y) \exp \left( j \psi_n(x, y) \right).
\]

The region-modulated narrowband images \( t_n(x, y) \) \( z_n(x, y) \) are converted into Gaussian-smoothed, complex-modulated versions of the region-modulated envelopes \( a_n(x, y) z_n(x, y) \). The amplitude envelopes \( m_n(x, y) = g_n(x, y) * a_n(x, y) \) \( z_n(x, y) \) may be recovered using (12). If \( a_n(x, y) = a_n \) constant over \( \mathcal{R}_n \), then \( m_n(x, y) = A_n \{ g_n(x, y) * z_n(x, y) \} \), which is a smoothed and weighted version of the indicator \( z_n(x, y) \). However, this will occur only when \( t_n(x, y) \) is very narrowband. Although the use of narrower channel filters will generally yield smoother responses, if \( t_n(x, y) \) is not very narrowband then \( m_n(x, y) \) may still vary considerably. In the absence of these effects, a complete segmentation may be obtained using the region assignment

\[
(x, y) \in \mathcal{R}_n \quad \text{if} \quad n = \arg \left\{ \max_{1 \leq n \leq N} \left[ m_n(x, y) \right] \right\}
\]

If a complete set of Gabor filters is used, then (14) approximately corresponds to finding the maximum coefficient in the Gabor expansion at each image coordinate.

However, the envelopes \( m_n(x, y) \) are often insufficiently smooth to allow for a consistent segmentation using (14). If any of the underlying textures \( t_n(x, y) \) do not have sufficiently narrow bandwidths, leakage will occur. The effects of leakage can be reduced by postfiltering the channel amplitudes with Gaussian filters having the same shape as the corresponding channel filters, but greater spatial extents. The modified region assignment

\[
(x, y) \in \mathcal{R}_n \quad \text{if} \quad n = \arg \left\{ \max_{1 \leq n \leq N} \left[ g_n(\gamma x, \gamma y) * m_n(x, y) \right] \right\}
\]

\((0 < \gamma < 1)\) will then yield a smoother segmentation. In our experiments, scaling the postfilters by \( \gamma = 2/3 \) has proven to be effective in every case. Fig. 5 shows a block diagram of the overall process for segmenting an image using (15); of course, any given textural region may be empty.

C. Recoding Region Information

There are three obvious motivations for encoding visual information: 1) to increase the signal-to-noise ratio (SNR) in the transmission and storage process; 2) to remove redundant or irrelevant information (compression); and 3) to represent information in a form that is useful for subsequent processing. Demodulation of the Gabor channel responses effectively removes high-frequency information describing the local structure of the image, although this information is at least partially embedded in the channel center frequencies. The information that remains describes the spatial extent of the textures to which the channels are tuned. By comparing this information from the various channels, textures may be segregated. However, it is possible that the envelope responses may be useful for other tasks, such as motion or shape analysis, or stereo. By recovering the slowly-varying channel envelopes, textural region information is made explicit.

As shown in Section II-D, Gabor filters must often be densely sampled to be responsive to the high-frequency textures which “carry” global region information. Once the channel responses have been demodulated, the low-frequency information which they contain can be more efficiently coded by resampling at a lower density prior to transmission or additional processing. The degree to which the sampling rate may be reduced can be determined from simple sampling theorem arguments.

Consider the Gabor filter (4) with parameters \( \lambda \) and \( \sigma \). Since the linear radial bandwidth of the filter is of interest in using sampling theorem arguments, take \( \theta = 0 \) without loss of generality. The linear (half-peak) bandwidths of the filter along the horizontal and vertical directions are \( B_x = 2\lambda / \pi \lambda \sigma \) and \( B_y = 2\alpha / \pi \sigma \), respectively; the highest radial frequency within the passband is \( F + \alpha / \pi \lambda \sigma \) (practically, \( F \) is always greater than \( \alpha (1 - 1/\lambda) / \pi \sigma \)). The half-peak bandwidths are used here for simplicity, since only the percent reduction in the sampling density is derived, rather than the actual sampling density required; the results are the same regardless of the bandwidth definition. Since it is easily shown that the achievable compression (in percent) is the same in any direction,
compression in the x-direction only will be considered. Specifically, the obtainable percent decrease in the sampling density of the amplitude envelope \( m(x, y) \) is found.

Assuming that the filtered response \( k(x, y) = h(x, y) \ast r(x, y) \) is approximately bandlimited to the passband of \( h(x, y) \), the highest significant frequency in \( m(x, y) \) is easily seen to be no more than \( 2\alpha / \pi \lambda \sigma \). The ratio of the necessary sampling density to accurately represent \( m(x, y) \) to that to represent \( k(x, y) \) is consequently \( [2\alpha / \pi \lambda \sigma] / [F + \alpha / \pi \lambda \sigma] = 1 - 2^{-B} \). For a fairly large bandwidth \( (B = 2.5 \text{ octaves}) \), the reduction in sampling density is about 18 percent; however, for a narrow filter \( (B \approx 0.5 \text{ octaves}) \) the achievable reduction in the sampling density is larger than 70 percent. Thus, if a hierarchical filtering scheme is implemented as suggested in Section II-D, comparisons between the channel responses can be made more efficacious by first reducing sampling densities of the demodulated subimages to a common value.

D. Filter Selection

In order to effect an accurate segmentation of a textured image it is necessary to select a set of channel filters which will accomplish the task. The question is not critical if an extensive bank of filters is available in a parallel implementation, since the filters may then be selected so that the channel responses contain most of the information in the image. Methods for selecting a set of channel filters that adequately cover the spatial frequency domain have been considered in [17]. However, for conventional computer implementation, just a few values of the free parameters \( B, \Omega, F, \alpha, \theta \) can result in a very large set of filters. For example, only four values of each parameter used in all possible combinations results in 256 filters; accurate implementation of a “complete” Gabor expansion could entail a tremendous number of convolutions. If a relatively small number of filters are to be used to achieve segmentation, then some provision must be made for estimating the appropriate parameters to be used. This is a nontrivial problem having no simple solution.

In the examples, a simple peak-finding algorithm applied to the image power spectrum was used to guide the choice of the filter center frequencies. For a given textured image \( r(x, y) \) having Fourier transform \( T(u, v) \), the spectral peaks were defined as the maxima of \( |T(u, v)|^2 \) within square neighborhoods of a set size over the positive \( (u > 0) \) half-plane of frequencies. The peak locations were listed in polar form \( (F, \theta) \) for \( \theta \in (\pi / 2, \pi / 2] \). Since the examples provided later are generally composed of images containing two discriminable textured regions, the number of Gabor filters used to effect each segmentation was limited to two. While a larger set of channel filters could be used in the segmentations, the use of only two responses demonstrates that the Gabor filtering/demodulation model is sufficiently powerful to achieve segmentation using only a subset of the information within each texture.

The filter parameters were chosen using a limited amount of human intervention. For strongly oriented textures, the most significant spectral peak along the orientation direction was chosen. For periodic textures, the lower fundamental frequency was chosen. Finally, for nonoriented textures, the center frequencies were chosen from the two largest maxima. The radial frequency bandwidths \( B \) were chosen from among the values \( \{0.7, 1.0, 1.3\} \) depending on the filter center frequency: smaller bandwidths were used at higher center frequencies. Except where specifically noted, the Gabor filters were defined with aspect ratio \( \lambda = 1 \) for simplicity. Specification of the parameters \( F, \theta, \) and \( B \) constrains the remaining parameters \( \Omega \) and \( \alpha \), since for \( \lambda = 1, \sigma = (\alpha / \pi F)(2^B + 1)/(2^B - 1) \) and \( \Omega = 2 \tan^{-1}((2^B - 1)/(2^B + 1)) \). The corresponding orientation bandwidths are \( \{27^\circ, 37^\circ, 46^\circ\} \).

While the method for selecting filters outlined above is simple and convenient, a more elegant peak-finding approach is easily defined. Simply, the best match (among Gabor filters of a given shape and aspect ratio) to the image may be found by convolving the image spectrum with a Gaussian. Thus, the local maxima of \( |G_{x, \lambda}(u, v) \ast T(u, v)| \) over half of the \( (u, v) \) plane may be found, where \( G_{x, \lambda}(u, v) \) is given by (13) with \( U' = V' = 0 \). A set of filters can then be selected by thresholding the maximal values to obtain a set of center frequencies \( (F, \theta) \). This approach has the added advantages of smoothing the image frequencies and providing a “best” match to the Gabor filter frequency responses.

E. Segmentation Examples

The examples given in this section illustrate the segmentation models (14) and (15) applied to both synthetically generated and naturally occurring or man-made textures digitized to 256 gray levels with 256 \( \times \) 256 pixels spatial resolution. The Gabor filtering was accomplished using a floating-point 2-D FFT implementation. Since a Gabor filter may have a very slight response to a level of irradiance, a small threshold was applied to each filtered and demodulated image. At those coordinates where no envelope exceeded the threshold, no region assignment was given. Several examples were created by embedding one Brodatz [18] texture inside of another. In each case the textures were scaled to have the same range of gray levels in an effort to equalize their ranges. In all the examples the Gabor filter center frequency and frequency bandwidths are specified in units of cycles/image and octaves, respectively. Whenever the segmentation model (15) was applied, the spatial extent of the postfiltering Gaussian was increased by an amount \( 1 / \gamma = 3 / 2 \).

Fig. 6 depicts an image of two textures composed of dark lines of different orientations against a bright background. The periodic nature of the textures allowed for very accurate identification of the texture boundaries, since the “textures” contain very narrow ranges of frequencies. Segmentation was obtained using (14), since the computed channel amplitudes were very smooth.

The aperiodic placement of the oriented line segments
Fig. 6. Segmentation using two filters of different orientations: (a) original; (b) Fourier transform; (c), (d) channel amplitudes recovered \((F, B, \theta) = (50, 0.7, 42^\circ)\) and \((50, 0.7, -43^\circ)\); (e) computed texture boundaries.

composing the textures in Fig. 7 (photographed from Fig. 5 in [19]) resulted in considerable fluctuation in the computed channel amplitudes. Application of (14) consequently resulted in the misclassification of a number of small regions. By postfiltering the envelope, a more consistent segmentation was obtained using (15).

Fig. 8 illustrates a similar texture, taken from Marr [16, Fig. 2-34], only in this case the inner texture is modulated by a triangular region with sharp corners. Since the boundary of the inner texture is not smooth, the spectrum of the associated region indicator must be spread. However, segmentation using (15) fully captured the shape of the region boundaries and allowed successful classification of all the line segments composing the textures.

It is interesting to note that in the last example, the boundary computed follows a tortuous path around the the oriented segments, while perception of the inner textured region is strongly that of a triangular shape. While this may be accomplished by higher-level associative processes, a closer approximation to a triangle could also be obtained by using either narrower channel filters, or a spatially broader postfilter.

Fig. 9 shows a composition of two Brodatz textures (handmade paper, D57, and netting, D34). This image has high spectral energy at several orientations, but the netting texture is finer, so there is more energy at higher spatial frequencies than in the paper texture. The segmentation was obtained using (15) with channel filters of the same orientation, but different center frequencies.

Fig. 7. Segmentation of oriented textures. (a) Original; (b) computed channel amplitude \((F, B, \theta) = (40, 1, 45^\circ)\); (c) segmentation using (14), \((F, B, \theta) = (40, 1, 45^\circ)\) and \((40, 1, -45^\circ)\); (d) Result of postfiltering (e); segmentation using (15), also shown overlaid on (a).

Fig. 8. Segmentation of oriented textures separated by a triangular boundary. (a) Original; (b) unfiltered amplitude response \((F, B, \theta) = (59, 1.0, -48^\circ)\); (c) postfiltered amplitude response \((F, B, \theta) = (42, 1.0, 5^\circ)\); (d) segmentation using (15). Note that the images in (b), (c) are “inverted” since they derive from different channels.

Fig. 10 is an image similar to that used by Marr in his description of the full primal sketch [16, Fig. 2-7]. The grouping of elements was obtained in a single computational stage using two Gabor filters. This example suggests that perceptual groupings may be effected using a computational framework similar to that we propose for textural segmentation. However, it is not clear that the assignment of boundaries around the groupings has any
real meaning, since it was observed that using different bandwidths produced slight but noticeable shifts in the computed boundaries.

The final example (Fig. 11) illustrates the segmentation of a herringbone material, the top half of which has been shifted to create a sharp textural boundary. It is interesting to note the shape of the computed boundaries near the corners of the texture boundaries. Instead of creating a set of rectangles, the boundaries often followed a path more in agreement with perception; the textures seem to be continuous across the corners.

IV. TEXTURE SEGMENTATION BY CHANNEL PHASE DEMODULATION

The amplitude envelope $m(x, y)$ of the complex-valued Gabor-filtered image $k(x, y) = h(x, y) f(x, y)$ only partially describes the nature of the image $f(x, y)$ over the frequencies to which the filter is tuned; the remaining information is contained in the phase envelope $\psi(x, y)$. In this section, methods for extracting useful information from $\psi(x, y)$ are considered. In Section IV-A, the type of information which can be obtained from the channel phase responses is described. It is found that meaningful information can be obtained by computing the variations in the texture phase, where small variations correspond to regions of smooth texture phase, and large variations correspond to sudden transitions from one dominant phase to another. By localizing the large variations, the transitions between texture phases can be marked. This is accomplished by finding the zero crossings (ZC's) of a second-order differential operator (Laplacian) applied to the channel phase responses. In Section IV-B, a framework for detecting texture phase transitions is given. The detection of phase transitions is postponed until after the amplitude demodulation segmentation process, since differences in texture phase are generally meaningful only within a single texture type. In Section IV-C, examples are given of the process applied to a number of interesting textures.

A. Information in the Channel Phases

Consider again the narrowband image $f(x, y)$ given by (10) and the corresponding Gabor filtered image $k(x, y)$ given by (11). The smoothly-varying phase envelope of $k(x, y)$ is

$$\psi(x, y) = 2\pi Fx' - \tan^{-1} \frac{g(x', y') * s(x, y)}{g(x', y') * c(x, y)},$$

which will contain discontinuities which are approximately periodically spaced if the principal value of the inverse tangent is computed; to compute $\psi(x, y)$ without discontinuities, phase unwrapping is required. Fortunately, this difficulty can be avoided since the information in $\psi(x, y)$ at any given coordinate $(x, y)$ is only meaningful relative to the phase at neighboring coordinates. A more meaningful source of information is the spatial variation in phase described by the directional instantaneous frequencies

$$\psi(x, y) = D_x \psi(x, y) = \frac{[k(x, y) \cdot D_x k(x, y) - k(x, y) \cdot D_x k(x, y)]}{m(x, y)}$$

$$= 2\pi F \cos \theta \frac{\left[ g(x', y') * c(x, y) \right] \cdot \left[ D_y g(x', y') * s(x, y) \right] - \left[ g(x', y') * s(x, y) \right] \cdot \left[ D_y g(x', y') * c(x, y) \right]}{m(x, y)}$$

Therefore, by computing this directional instantaneous frequency, meaningful texture information can be obtained.

Fig. 9. Segmentation based on granularity. (a) Comparison of Brodatz textures: handmade paper, D57, and netting, D34; (b) computed amplitude response $(F, \theta, B) = (80, 0.7, 89\degree)$; (c) computed amplitude response $(F, \theta, B) = (40, 1.3, 89\degree)$; (d) segmentation using (15).

Fig. 10. Emulation of perceptual grouping using (15). $(F, \theta, B) = (16, 1.3, 45\degree)$ and $(16, 1.3, -41\degree)$.

Fig. 11. Segmentation of herringbone material. (a) Original; (b) boundaries computed using (15) with $(F, \theta, B) = (25, 1.0, 34\degree)$ and $(25, 1.0, -38\degree)$. 
and
\[
\psi(x, y) = D_x \psi(x, y) = \frac{[k_x(x, y) \cdot D_x k_x(x, y) - k_y(x, y) \cdot D_y k_x(x, y)]}{m^2(x, y)}
\]
= \frac{2\pi F \sin \theta}{m^2(x, y)} \left[ g(x', y') \star c(x, y) \right] - \frac{[g(x', y') \star s(x, y)]}{m^2(x, y)} \left[ D_x g(x', y') \star c(x, y) \right],
\]
where \( D_x = \partial / \partial x \) and \( D_y = \partial / \partial y \). The gradient magnitude \( |\nabla \psi(x, y)| = \sqrt{\psi^2_x(x, y) + \psi^2_y(x, y)} \) will take large values near sharp changes in either the dominant texture phase or dominant texture frequencies. Clearly, phase unwrapping is unnecessary using (16), although the partial derivatives of \( k_x(x, y) \) and \( k_y(x, y) \) must be computed. This can be accomplished either by using a truncated Taylor’s series discrete approximation to the differential operators [24], or by using the following more accurate approach. The modified “daisy petal” filters
\[
h_x(x, y) = D_x g(x', y') \cdot \exp(2\pi jFx')
\]
= \( h_{c,x}(x, y) + jh_{s,x}(x, y) \)
and
\[
h_y(x, y) = D_y g(x', y') \cdot \exp(2\pi jFx')
\]
= \( h_{c,y}(x, y) + jh_{s,y}(x, y) \)
are complex sinusoidal gratings modulated by \( x \)- and \( y \)-derivatives of Gaussians, respectively. Similar modifications of the more general Gabor filter (1) may also be defined. The filters \( h_x(x, y) \) and \( h_y(x, y) \) are not Gabor filters, but they are approximately analytic if the Gabor filter \( h(x, y) \) is narrowband. Hence, the real and imaginary responses of the filters \( h_x(x, y) \) and \( h_y(x, y) \) are
\[
k_{c,x}(x, y) = h_{c,x}(x, y) \cdot \tau(x, y)
\]
= \( [D_x g(x', y') \star c(x, y)] \cos(2\pi Fx') + [D_x g(x', y') \star s(x, y)] \sin(2\pi Fx') \)
\[
k_{s,x}(x, y) = h_{s,x}(x, y) \cdot \tau(x, y)
\]
= \( [D_x g(x', y') \star c(x, y)] \sin(2\pi Fx') - [D_x g(x', y') \star s(x, y)] \cos(2\pi Fx') \)
\[
k_{c,y}(x, y) = h_{c,y}(x, y) \cdot \tau(x, y)
\]
= \( [D_y g(x', y') \star c(x, y)] \cos(2\pi Fx') + [D_y g(x', y') \star s(x, y)] \sin(2\pi Fx') \)
\[
k_{s,y}(x, y) = h_{s,y}(x, y) \cdot \tau(x, y)
\]
= \( [D_y g(x', y') \star c(x, y)] \sin(2\pi Fx') - [D_y g(x', y') \star s(x, y)] \cos(2\pi Fx') \).
It is easily verified that
\[
\psi_x(x, y) = 2\pi F \cos \theta \frac{[k_x(x, y) \cdot k_{c,x}(x, y) - k_y(x, y) \cdot k_{c,y}(x, y)]}{m^2(x, y)}
\]
and
\[
\psi_y(x, y) = 2\pi F \sin \theta \frac{[k_x(x, y) \cdot k_{s,y}(x, y) - k_y(x, y) \cdot k_{s,y}(x, y)]}{m^2(x, y)}.
\]
This approach allows the simultaneous calculation of all quantities required to compute the phase variations. The quantities \( \psi_x(x, y) \) and \( \psi_y(x, y) \) describe the smoothed variation in texture phase; by suppressing the nonmaxima of the gradient magnitude \( |\nabla \psi(x, y)| \), the discontinuities in the texture phase may be localized, since local maxima in \( |\nabla \psi(x, y)| \) will correspond to sharp transitions in the unwrapped phase \( \psi(x, y) \). While these maxima can be found using local search techniques, as a simple alternative the predicate \( \nabla^2 \psi(x, y) = 0 \) may be applied to mark the abrupt phase transitions. Noting that
\[
\nabla^2 \psi(x, y) = \left\{ \frac{[2\pi F \cos \theta - \psi_x(x, y)]}{D_y m^2(x, y)} + \frac{2\pi F \sin \theta - \psi_y(x, y)}{D_x m^2(x, y)} \right\} \cdot D_x m^2(x, y)
\]
+ \( [g(x', y') \star s(x, y)] \cdot \nabla^2 g(x', y') \star c(x, y)]
\]
- \( [g(x', y') \star c(x, y)] \cdot \nabla^2 g(x', y') \star s(x, y)] / m^2(x, y),
\]
and since
\[ D_x m^2(x, y) = 2 \left[ k_x(x, y) k_{xy}(x, y) ight] + k_y(x, y) k_{yx}(x, y) \]
and
\[ D_y m^2(x, y) = 2 \left[ k_y(x, y) k_{xy}(x, y) ight] + k_x(x, y) k_{yx}(x, y) \]
and using (18), then
\[
\nabla^2 \psi(x, y) = \left\{ \left[ k_x^2(x, y) - k_y^2(x, y) \right] - \left[ k_{xx}(x, y) k_{yy}(x, y) + k_{xy}(x, y) k_{yx}(x, y) \right] \right. \\
+ \left[ g(x', y') * s(x, y) \right] \cdot \left[ \nabla^2 g(x', y') * c(x, y) \right] - \left[ g(x', y') * c(x, y) \right] \cdot \left[ \nabla^2 g(x', y') * s(x, y) \right] \right\} / m^2(x, y).
\]

To facilitate computation of the terms containing Laplacians, define the modified filter
\[ h_L(x, y) = \nabla^2 g(x', y') \cdot \exp(2\pi jF'x') \]
\[ = h_{c,L}(x, y) + jh_{s,L}(x, y) \]
which is also approximately analytic for parameter values typical of those used here. The real and imaginary responses of this filter to image \( t(x, y) \) are given by
\[ k_{c,L}(x, y) = h_{c,L}(x, y) * t(x, y) \]
\[ \approx \left[ \nabla^2 g(x', y') * c(x, y) \right] \cos(2\pi F'x') \\
+ \left[ \nabla^2 g(x', y') * s(x, y) \right] \sin(2\pi F'x') \]
and
\[ k_{s,L}(x, y) = h_{s,L}(x, y) * t(x, y) \]
\[ = \left[ \nabla^2 g(x', y') * c(x, y) \right] \sin(2\pi F'x') \\
- \left[ \nabla^2 g(x', y') * s(x, y) \right] \cos(2\pi F'x'). \]
Substituting these quantities into (19) and using (11) yields the following expression for the Laplacian of the channel phase:
\[
\nabla^2 \psi(x, y) = \left\{ k_x(x, y) k_{c,L}(x, y) - k_y(x, y) k_{s,L}(x, y) \right. \\
+ \left[ k_x^2(x, y) - k_y^2(x, y) \right] \cdot \left[ k_{xx}(x, y) k_{yy}(x, y) + k_{xy}(x, y) k_{yx}(x, y) \right] \\
+ k_x(x, y) k_y(x, y) \left[ k_{xx}(x, y) - k_{xy}(x, y) \right] \right\} / m^2(x, y).
\]

Detecting phase discontinuities subsequently reduces to locating ZC's in the Laplacian of channel phase, without the need for phase unwrapping or local derivative approximations; the various calculations instead involve frequency-shifted derivatives of Gaussian functions, or derivatives of Gaussian-smoothed versions of the texture envelopes. It is well-known that Gaussian smoothing regularizes the computation of discrete approximation of spatial derivatives [21]; thus, the derivative terms in (20) may be regarded as accurate and stable in a discrete implementation.

It is interesting to note that the filter \( h_L(x, y) \) is actually a frequency-shifted version of the well-known Laplacian-of-a-Gaussian (LoG) edge detector [22]. The filter may subsequently be closely approximated as a difference of two Gabor filters having the same orientation, center frequency, and aspect ratio, but different space constants (the ratio 1:1.6 yields a good approximation [16]):
\[ h_L(x, y) = g(x', y'; \sigma, \lambda) \cdot \exp(2\pi jF'x') \]
\[ - g(x', y'; 1.6\sigma, \lambda) \cdot \exp(2\pi jF'x') \]
\[ = \left[ g(x', y'; \sigma, \lambda) - g(x', y'; 1.6\sigma, \lambda) \right] \cdot \exp(2\pi jF'x') \]
\[ \approx \nabla^2 g(x', y'; \sigma, \lambda) \cdot \exp(2\pi jF'x'), \]
where \( g(x', y'; \sigma, \lambda) \) is a 2-D Gaussian function with space constant \( \sigma \) and aspect ratio \( \lambda \). As such, the operator is subject to accuracy limitations [23], but the detected discontinuities can be expected to be continuous and smooth [21].

It is appropriate at this point to consider the effect that an abrupt change in texture phase has on the computed channel envelopes. A phase discontinuity in an otherwise ideal narrowband texture is modeled as:
\[ t(x, y) = 2\pi \left\{ q(-x) \cdot \cos(2\pi F'x - P) + q(x) \cdot \cos(2\pi F'x - P + \delta) \right\}, \]
where \( q(x) \) is the Heaviside unit step: \( q(x) = 1 \) for \( x > 0, \) \( q(x) = 0 \) for \( x < 0, \) \( q(0) = 1/2, \) and \( |\delta| < \pi \) is a difference in texture phase across the vertical line \( x = 0. \) The amplitude response of a Gabor filter \( h(x, y) = g(x, y) \cdot \exp(2\pi jF'x') \) to \( t(x, y) \) (letting \( \lambda = 1 \) for simplicity)
is then
\[ m(x, y) = |A| \cdot [1 - 4\Phi(x/a) \Phi(-x/a) \cdot \sin^2(\delta/2)]^{1/2}. \]

Thus, \( m(x, y) \) achieves a unique minimum along the line \( x = 0 \), whereas, for values of \( |x| \) that are not small, \( m(x, y) = A \). Moreover, since \( m(0, y) = A \cdot |\cos(\delta/2)| \), the attenuation near the line \( x = 0 \) is greatest for \( \delta = 180^\circ \), the maximum possible phase offset. It is interesting to note that the attenuation does not depend on the orientation \( \theta \) of the dominant carrier frequency of the texture relative to the phase discontinuity. This implies that sudden changes in texture phase along any orientation can lead to local attenuations of the channel amplitude envelopes, which partially explains the “worminess” evident in the amplitude envelopes of many of the examples in Section III, and is one reason why postfiltering is needed to smooth the amplitude responses. Although the attenuation may obstruct amplitude-based segmentation using (14), by using (15) a successful segmentation can be obtained.

The directional variations in the phase of \( h(x, y) \ast t(x, y) \) are given by
\[ \psi_1(x, y) = 2\pi F \cos \theta - g(x) \sin \delta/[1 - 4\Phi(x/a) \cdot \Phi(-x/a) \sin^2(\delta/2)] \]
and
\[ \psi_2(x, y) = 2\pi F \sin \theta, \]
where \( g(x) = D_2 \Phi(x/a) \) is a 1-D symmetric Gaussian function with unit area and space constant \( a \). The gradient magnitude \( |\psi(x, y)| \) is maximized at \( x = 0 \) since \( g(x, y) \) and \( \Phi(x/a) \Phi(-x/a) \) both achieve maxima there, and for the maximal phase shift \( \delta = \pi \) (the maxima in this case is an isolated singularity along the line \( x = 0 \); for less idealized discontinuities, the maxima will be achieved smoothly). The Laplacian of phase is given by
\[ \nabla^2\psi(x, y) = D_{xx} \psi(x, y) = \{(x/a)^2 \sin \delta/[1 - 4\Phi(x/a) \Phi(-x/a) \sin^2(\delta/2)] \}
+ 4g(x, y) g(x) \sin \delta \sin^2(\delta/2)[2\Phi(x/a) - 1]/[1 - 4\Phi(x/a) \Phi(-x/a) \sin^2(\delta/2)]^2, \]
which uniquely crosses zero at \( x = 0 \), since both terms in the denominator are always of the same sign, although \( \nabla^2\psi(x, y) = 0 \) everywhere if \( \delta = 0 \) (if no phase discontinuity exists). Thus, texture phase discontinuity detection is an increasing function of \( \delta \) for \( \delta \in [0, \pi] \).

**B. Segmentation Using Channel Phase**

By locating discontinuities in texture phase, information not available in the amplitude envelopes of the textures is made explicit. In doing so it is less useful to compare the phases of the different channel outputs than it is to locate the phase discontinuities within each channel output. The assumption underlying this is that texture phase discontinuities should arise from offset surface textures which are indiscriminable when viewed separately (have the same dominant frequency components), but which should be interpreted as belonging to separate regions when viewed together. The texture in Fig. 12 illustrates this possibility. There is a distinct impression of two separate regions which are adjacent along a smooth curve. The illusory contour is clearly a byproduct of the difference in spatial phase of the texture in the two regions.

Consider again the model given in (10)-(15) for segmenting an image \( t(x, y) \) by comparison of the channel amplitude responses. Along with each channel output \( h_n(x, y) = h_n(x, y) \ast t(x, y) \) the Laplacian of phase \( \nabla^2\psi_n(x, y) \) is computed using (20). In order to detect phase discontinuities in the dominant texture frequencies,

\begin{equation}
\Psi(x, y) = \nabla^2\psi_\alpha(x, y) \quad \text{if} \quad n = \arg\max_{1 \leq \alpha \leq N} \left\{ g_i(\gamma x, \gamma y) \ast m_i(x, y) \right\}
\end{equation}

[see (16)]. Detection of the significant phase discontinuities then reduces to locating the ZC’s \( \Psi(x, y) = 0 \). Alternatively, the phase boundaries may be located via \( \{ (x, y): \nabla^2\psi_\alpha(x, y) = 0 \} \cap \{ (x, y): (x, y) \in \delta_\alpha^\gamma \}. \) While it is difficult to analyze the sources of error which may arise in this model, some of the weaknesses of the amplitude demodulation approach can be expected to propagate to (21), since the significant channel responses are still defined by the model (14), (15).
C. Segmentation Examples

In segmenting textures by finding discontinuities in channel phase via (21), the filter parameters were determined using the methods discussed in Section III-D. In configuring the filters \( h_1(x, y), h_2(x, y), \) and \( h_2(x, y), \) the same relevant parameters were used as in the corresponding Gabor filter \( h(x, y). \)

Fig. 12 depicts an image containing two apparently separate regions separated by a smooth illusory curve. The line patterns on each side of the texture are identical except for a difference in phase; if viewed separately under identical viewing conditions, the textures composing the two regions would be indistinguishable. While the model developed in the preceding provides a method for localizing the phase discontinuity using a single channel filter, the boundary between the textures may also be interpreted as composing a texture separate from those on either side. Thus, the amplitude response of an appropriately tuned Gabor filter is also shown; as expected, the response vanishes at the phase discontinuity, although Gaussian post-filtering smooths the response across the boundary. The magnitude of the Laplacian of phase obtained using the Gabor filter (and the modified filters \( h_1, h_2, \) and \( h_3 \) of the same orientations and spatial extent) was very small except near the discontinuity, where a ZC contour occurred. The significant ZC's (scaled by the gradient magnitude of the Laplacian \(|\nabla \cdot \nabla^2 \psi(x, y)|\) and thresholded) are shown superimposed on the original image. Although a different segmentation could possibly be obtained by applying a different set of Gabor filters oriented along the direction of the discontinuity (responsive to the offset line terminations), in our view phase segmentation using (21) supplies a more physically meaningful separation of the textures; moreover, the perception of two separate regions is stronger than of three.

Fig. 13 is composed of two textures composed of short line segments oriented along the horizontal and vertical directions of the same lengths and periodicities. However, in the outer texture the horizontal and vertical line segments form the shape "I", while in the inner texture they form the shape "L". Since both the inner and outer textures can be interpreted as a sum of identical textures (other than a phase difference), the textures have identical amplitude spectra. The Laplacian of phase response computed using (20) (tuned to the vertical line segments) yields a very strong response to the change in phase. The scaled ZC's obtained using (21) are shown superimposed on the original. It is interesting to note that, although the segmentation agrees closely with the perceived boundary, there is some deformation near the corners of the square. This effect is very similar to that observed by Berzins [23] in his analysis of Laplacian operators, and can probably be attributed to the use of the isotropic Laplacian operator rather than directional differential operators. An interesting, but much more expensive extension would be to compute the ZC's of the directional derivatives along the gradient orientation, similar to [24].

Finally, Fig. 14 shows the Brodatz texture D20, French canvas; the left and right halves have been offset from one another to introduce a phase discontinuity. In this case the ZC's Laplacian of phase again provided a close approximation of the separating boundary, although the ZC contour diminished near the bottom of the image. An interesting effect is the change in sign of \(|\nabla \cdot \nabla^2 \psi(x, y)|\) along the phase discontinuities [see also Figs. 12(c) and 13(b)].

V. Survey

This section surveys research in computational vision, visual physiology, and visual psychophysics that directly pertains to this work. Section V-A casts the Gabor multiple channel filtering model in the light of other spatial filtering and texture frequency analysis approaches. Section V-B considers relevant research in visual physiology and psychophysics and the potential role that the multiple Gabor channel model may play in unifying feature-based and frequency-based computational texture analysis paradigms.

A. Spatial Filtering Approaches for Texture Analysis

Numerous computational approaches for texture discrimination/segmentation have been advanced that can broadly be classified as involving spatial filtering. Methods utilizing frequency- and/or orientation-selective linear filters are of relevance here. Surveys and comparisons...
of statistical, autocorrelation, structural, and co-occurrence techniques that in some sense involve localized image filtering are amply available, e.g., [25]-[31]. Fourier analysis for textural analysis in machine vision dates at least from Bajcsy [32] who used windowed subimages in analyzing texture and texture shape [33]. Several authors use the outputs of multiple (space- and/or frequency-) localized filters as features attributes for classifying textures via clustering [34]-[40]; Faugeras [34] describes an early pattern recognition based approach. Laws [35] extends the concept using multiple feature templates or filters in conjunction with a clustering algorithm. Some of the templates used by Laws are interesting in that they resemble space-limited (truncated) discrete Gabor filters. Pietikainen [36] reports a similar approach using the responses of multiple LoG filters for classification purposes. Segmentation/discrimination algorithms are reported for detecting periodic and oriented image regions by partitioning the image spectrum into bins [37] or by locating spectral peaks [38]. Energy features computed from the image spectra are used to classify textures in a pattern space. Knutsson and Granlund [39] propose the use of image quadrature filters for texture analysis. While the Hilbert transform approach is similar in spirit to the multiple Gabor channel filter model, the filters do not share the same localization properties as the Gabor filters. Coggins and Jain [40] devise a multichannel segmentation algorithm using both orientation-sensitive and moderately narrow channel bandwidths. Again, segmentation is augmented by clustering the channel outputs. Wilson and Spann [41] use multiple low-uncertainty (prolate) filters in conjunction with hierarchical (quadtree) feature descriptions and a clustering algorithm. Clark and Bovik [4, 6] and Bovik et al. [7] use Gabor filters for segmentation purposes whereas Turner [5] demonstrates their utility for discrimination. In these approaches segmentation/discrimination is accomplished without clustering or classical pattern classification techniques. In view of the similarity of the filtering structures proposed here and in [41] clustering processes could be expected to be effectively applied to multiple Gabor channel outputs. However, the focus of this paper is to investigate fundamental aspects of segmentation rather than trying to optimize pixel assignments by complicated clustering techniques or other higher-level arbitration procedures. Nevertheless, the hierarchical approach taken in [41] suggests computationally convenient multiscale techniques for segmentation using a "Gabor pyramid" [42]. Daugman [43] recently describes a three-layer neural network for computing complete discrete Gabor expansions and uses the coefficients for a number of tasks, including segmentation. Rearick [44] and Voorhees and Poggio [45] attempt to unify feature detection and segmentation by computing densities of "textons" [1]. Limited results are obtained, primarily because of the lack of generally agreed upon (rigorous) definitions of textons and the complications involved in analyzing their densities. However, research along this direction is not inconsistent with multiple channel models which use spatially localized filters: the use of low-uncertainty filters can be viewed as optimizing a tradeoff between feature detection and spatial frequency selection [5, 7].

B. Visual Physiology and Psychophysics

Computational models of low-level biological vision often derive from physiological and psychophysical investigations of the structure and function of neural receptive fields in the post-retinal ganglion cells, the lateral geniculate nucleus, and the striate cortex. A classic example of conflicting theories arising from such experiments are the (until recently) apparently incompatible feature detection [46], [47] and Fourier decomposition [48]-[50] models of visual processing. Although numerous experiments have provided further support for both the feature detector and Fourier decomposition models, neither interpretation has been shown to adequately describe cortical processing [51]. A possible unification of the models may develop from recent models of certain simple cell receptive fields and in the functional version of the uncertainty principle. A quantitative model of the highly oriented simple cell receptive fields was shown by Marcelja [13] to agree closely with cortical channel characteristics. The receptive field profiles of these simple cells closely approximate 1-D Gabor functions, the real (cosine) and imaginary (sine) components being associated with the bar and edge detecting cells, respectively. Daugman [9], [32] proposed the 2-D Gabor receptive field model, extending Gabor's result [8] by showing that the 2-D Gabor filters are the unique minimum-uncertainty 2-D filters. Subsequent researchers have independently confirmed the approximate validity of the Gabor receptive field model [53]-[55] while others dispute the Gabor model as too specific; other (similar) mathematical models may apply equally well, e.g., frequency-shifted prolate functions [56]. The point is, however, that the Gabor model provides an extremely useful and tractable representation of the simple cells, particularly in developing computational models of visual tasks. It seems unlikely that the weights in the spatial summations across the receptive fields uniformly adhere with great precision to any particular mathematical model across individuals or even across neurons. It probably suffices that the receptive fields possess spatio-frequency localization conveniently expressed as low uncertainty. Low-uncertainty channel filters represent a reasonable compromise between previous theories of visual neural function, since they are both highly responsive to localized features, and highly frequency- and orientation-selective.

Although the texture analysis model put forth here is motivated in large part by the Gabor receptive field model, it is advocated here only as a convenient computational formalism, not as a probable model of cortical processing; too many issues remain unresolved. Nevertheless, it is not unreasonable to suggest that the simple cells perform an important early stage of processing in textural perception. Thus, it is of interest to compare some of the parameters and filter definitions used here with those measured in biological systems. Three (half-peak) frequency bandwidths $B = (0.7, 1.0, \text{and } 1.3 \text{ octaves})$ were used in
the segmentation examples in Sections III-E and IV-C; the corresponding (half-peak) orientation bandwidths are $\Omega = (27^\circ, 37^\circ, 46^\circ)$. By comparison, orientation bandwidths in the simple cells average about 45° (with considerable variation), while frequency bandwidths range from the very narrow (~0.5 octaves) to very fairly broad (~2.5 octaves). Thus, the filters used in the simulations are roughly in accordance with experimental evidence. While the complex form of the Gabor function is a convenient representation, biological implementation obviously proceeds by separate computation of the (real-valued) component functions. Representation of opposite response polarities apparently involves separate computation of ON/OFF components corresponding to excitatory/inhibitory responses. The manner in which the responses of receptive fields having different phase characteristics are combined remains unclear. While the quadrature or Hilbert transform interpretation is computationally convenient, there is only unconfirmed evidence that neighboring simple cells tuned to the same orientation and spatial frequency bands occur in quadrature pairs [54], [57]. Moreover, the measured receptive field profiles are not always symmetrical (or antisymmetrical): asymmetric responses possibly being modeled by Gabor functions with an additional phase shift [13]:

$$h(x, y) = g_s(x, y) \cdot \exp \{2 \pi j (Ux + Vy + \varphi)\}$$

with respective real and imaginary components

$$g_s(x, y) \cdot \left\{ \cos 2\pi \varphi \cos \{2\pi j (Ux + Vy)\} - \sin 2\pi \varphi \sin \{2\pi j (Ux + Vy)\} \right\}$$

and

$$g_s(x, y) \cdot \left\{ \sin 2\pi \varphi \cos \{2\pi j (Ux + Vy)\} + \cos 2\pi \varphi \sin \{2\pi j (Ux + Vy)\} \right\}.$$

The purpose of receptive fields having this shape remains unclear, as does whether or not a preponderance of them occur in quadrature pairs. Computational advantages of using filters with components expressible as linear combinations of symmetrical Gabor filters are also not apparent.

**Texton Detection versus Texture Filtering:** Models of preattentive texture perception often parallel experimental findings of neural function. One important class of models is exemplified by the work of Julesz and others [11]-[13], [58], [59] who contend that texture processing involves the computation of the densities of fundamental texture features labelled "textons." The candidate (gray-level, monocular, static) textons identified thus far include elongated blobs (lines segments, ellipses, etc.) of various orientations, sizes, and aspect ratios, line terminations, and crossings of line segments. Texton detection is consistent with the feature detection model of early visual processing, presumably involving the responses of the bar- and edge-sensitive receptive fields. Segregation of textures then proceeds by comparison of relative texton densities [44], [45], [58], [59]. There is certainly considerable evidence that the visual system does regard such simple features as important, and that visual discrimination of textures coincides with differences in texton density. However, the notion that textons are resolved first, and their densities afterwards is questionable: there is no apparent mechanism for computing measures of texton density within the confines of the feature detection model. Clearly, what is needed is a model allowing for the simultaneous local extraction of textons and global computation of their densities.

The view taken here is that the Gabor multiple channel model fills this need in optimal fashion. The spatial localization properties of the channel filters clearly satisfy the apparent requirement of sensitivity to local features, whereas narrow channel bandwidths ensure that global properties are simultaneously obtained: texton densities are embedded in the channel center frequencies and in the channel envelopes. Localized spatial phenomena such as textural phase discontinuities are easily computed since the spatial responses are localized. Despite the similarities of the multiple channel model to concepts of spectrum analysis, textural differences are still resolved on a localized spatial basis. Hence the fact that preattentively discriminable pseudo-random textures having identical energy spectra can be generated [60], [61] does not preclude the multiple channel model. The Gabor implementation effectively unifies the solution of the conflicting problems of determining local textural structures (features, texture boundaries) and identifying the spatial extents of textures contributing significant spectral information, e.g., the densities of oriented and/or elongated textons.

**VI. Concluding Remarks**

In this paper a computational approach for the analysis of visible surface texture has been demonstrated. Although the concepts put forth are based on various evidences for similar processing in biological vision systems, the approach has been presented with little reference to biological arguments. It was found that the approach is feasible for segmenting both artificial and natural textures in a predictable manner.

Rather than giving a lengthy summary of the results obtained in this paper, we instead choose to suggest other avenues of related research. The Gabor model of visual information processing may be applicable to many other computer vision tasks than the analysis of monochromatic, static, monocular irradiance patterns. The increasingly rapid development of models of the "front-end" processing of visual information in advanced biological systems has been accompanied by attempts to develop similar algorithms for accomplishing a large variety of computer vision tasks; the many computational approaches based on the ZC's of the LoG edge detector serves as a good example. It is natural that the feasibility of the Gabor model be likewise tested by applying it to other low-level vision tasks under appropriate mathematical frameworks. For example, it may be interesting to use the segmentation boundaries computed from the channel envelopes as matching primitives in feature-based ste-
reo algorithms; the boundaries can be expected to have properties similar to those of LoG-based ZC's (continuity, thinness), but to be less densely distributed. The segmentation boundaries could then be matched to give crude 3-D shape, depth, and orientation information, or in conjunction with ZC's to produce a denser depth map. In a parallel implementation, the computational complexity of the ensuing correspondence problem could be reduced by only computing matches from features taken from corresponding channels, although some means for ensuring the consistency of the matches across channels would be needed.

There is recent evidence for Gabor-shaped receptive fields which are directionally sensitive to local image velocities [62], [63]; many of the "optimal" properties associated with the simultaneous localization of spatial patterns in space and frequency might be extended to include temporal localization. This approach has recently been considered by Heeger [64].

Although there is no evidence indicating that Gabor functions are involved in color processing or color segmentation, the fact that color is usually regarded as a region attribute suggests that region segmentation might be effected in a localized manner by applying a set of filters to the color components. Perhaps the most difficult problem, however, is the development of new algorithms for accomplishing visual tasks using Gabor filters, but rather, the development of fast algorithms and architectures for filtering an image by a large (complete) set of Gabor filters. While the Gaussian pyramid [64] and the proposed Gabor pyramid [42] effectively reduce the computation at each scale, the number of filters required at each scale of processing is still formidable.
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